**One-Hot-Encoding**

Consider following data. We’d like to write a decision tree to predict whether someone will like Troll 2.

|  |  |  |
| --- | --- | --- |
| **Favorite Color** | **Height (m)** | **Loves Troll 2** |
| Blue | 1.77 | Yes |
| Red | 1.32 | No |
| Green | 1.81 | Yes |
| Blue | 1.56 | No |
| Green | 1.64 | Yes |
| Green | 1.61 | No |
| Blue | 1.73 | No |

The methods we’ve used so far will work just fine. But some machine learning algorithms don’t like/can’t handle having columns with non-numerical data. So to use *them*, we’d have to convert Favorite Color to numerical values. One possibility is,

**Label-Encoding**

We could just say Red = 0, Blue = 1, Green = 2, for instance.

|  |  |  |
| --- | --- | --- |
| **Favorite Color** | **Height (m)** | **Loves Troll 2** |
| Blue = 1 | 1.77 | Yes |
| Red = 0 | 1.32 | No |
| Green = 2 | 1.81 | Yes |
| Blue = 1 | 1.56 | No |
| Green = 2 | 1.64 | Yes |
| Green = 2 | 1.61 | No |
| Blue = 1 | 1.73 | No |

But a problem with this is that, as we saw in the previous file, our decision tree algorithm would partition the Favorite Color data with possible FCcrit values of 0.5 and 1.5, and see which gave the lowest GI(LT2|FC) or S(LT2|FC) values. Thus, we’d separate colors into {(red), (blue, green)}, or {(red, blue), (green)} subsets. But if we had labelled Red = 0, Green = 1, Blue = 2, then we would’ve separated the colors into {(red), (green, blue)}, and {(red, green), (blue)} subsets. So it seems that it matterss what the numbers are, even though it shouldn’t. So this isn’t a great way to go about the conversion to numerical values.

On the other hand, if our categorical data were letter grades = A, B, C, D, F. Then it’d probably make sense to numerically encode them as 4, 3, 2, 1, 0.

**Target-Encoding**

One way to redress this is to replace the label, Ai, with P(Y|Ai).
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which is the probability of a favorable outcome, given the value Ai (assuming Y has only two outcomes). So every label will be replaced by a ratio. I think the point of doing this is to group together labels with a prima facie similar causal relationship to Y (similar because they beget Y at similar rate). This coheres with the general supposition that *numerical* data that’s close together, should also, kind of by continuity arguments, have similar causal relationships vis a vis Y. So then we’d have:

|  |  |  |
| --- | --- | --- |
| **Favorite Color** | **Height (m)** | **Loves Troll 2** |
| Blue = 1/3 | 1.77 | Yes |
| Red = 0/1 | 1.32 | No |
| Green = 2/3 | 1.81 | Yes |
| Blue = 1/3 | 1.56 | No |
| Green = 2/3 | 1.64 | Yes |
| Green = 2/3 | 1.61 | No |
| Blue = 1/3 | 1.73 | No |

And now can see that when we do the aforementioned Decision Tree analysis on the Favorite Color data by devising some FCcrit cutoff, and grouping data < FCcrit together, and data > FCcrit together, etc., the data that has similar P(Y|Ai) will be grouped together. This is better than the arbitrary grouping from before.

But a drawback of this approach, is that it gives too much weight to data with few instances. For instance Favorite Color = Red has only one instance, and so how sure are we that Reds will in general have values ~ P(Y|A)? Well if Favorite Color were all the same value, say Blue, then the value we’d give it is P(Y|Ai) = P(Y) itself. So can think that the default value of any color should just be the overall P(Y). And then as we add more rows of a given color, we can take its value P(Y|Ai) more seriously. So we use a weighted average:
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where m = number of rows of A = Ai data, and n is some overall weighting factor chosen by the user (n = 1 and n = total number of rows of data are both popular options). Note mP(Y = Yes|Ai) is just the number of Y = Yes instances for A = Ai. Let’s use n = number of rows of data altogether. Then we’d have:
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and so,

|  |  |  |
| --- | --- | --- |
| **Favorite Color** | **Height (m)** | **Loves Troll 2** |
| Blue = 0.4 | 1.77 | Yes |
| Red = 0.37 | 1.32 | No |
| Green = 0.5 | 1.81 | Yes |
| Blue = 0.4 | 1.56 | No |
| Green = 0.5 | 1.64 | Yes |
| Green = 0.5 | 1.61 | No |
| Blue = 0.4 | 1.73 | No |

Not sure how this helps things, but. One problem with this approach is data leakage: we are incestuously using training data to modify our training data. And another problem with is that we would have to use these numerical labels, derived from the training data outcomes, to label any testing data. But then the testing data is dependent on the training data, not independent from it. And so that spoils the effectiveness of the testing data. One way to avoid this is **K-fold Target Encoding**. We start by splitting the data up into K equally sized (as near as can manage) groups. And then for each subgroup, we use only the data from all the other K-1 groups to encode our chosen subgroup’s numerical values. To illustrate. Let’s take K = 3, and split as follows,

|  |  |  |
| --- | --- | --- |
| **Favorite Color** | **Height (m)** | **Loves Troll 2** |
| Blue | 1.77 | Yes |
| Red | 1.32 | No |
| Green | 1.81 | Yes |
| Blue | 1.56 | No |
| Green | 1.64 | Yes |
| Green | 1.61 | No |
| Blue | 1.73 | No |

Then for our orange group, we use the blue + brown group’s values to encode. So,
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Then for our blue group, we use the orange + brown group’s values to encode. So,

![](data:image/x-wmf;base64,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)

And last, for our brown group, we use the orange + blue group’s values to encode. So,

![](data:image/x-wmf;base64,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)

And now we fill these values in:

|  |  |  |
| --- | --- | --- |
| **Favorite Color** | **Height (m)** | **Loves Troll 2** |
| Blue = 0.17 | 1.77 | Yes |
| Red = 0.25 | 1.32 | No |
| Green = 0.33 | 1.81 | Yes |
| Blue = 0.42 | 1.56 | No |
| Green = 0.42 | 1.64 | Yes |
| Green = 0.57 | 1.61 | No |
| Blue = 0.72 | 1.73 | No |

There is a variant on Target Encoding called **Category Boost Target Encoding**. This is designed to mitigate the leakage problem. The formula we use to convert categories to numbers is similar to the one used above w/ n = 1, but instead of using all rows to calculate the numbers, we only use *previous* rows. Using only *previous* rows prevents a row from influencing itself – which is leakage. Formula is:

![](data:image/x-wmf;base64,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)

where m = # *previous* rows of that categorical value Ai, P(Y = Yes|Ai) is probability of Y given *previous* instances of Ai, and k is some user specified number. Note mP(Y = Yes|Ai) is just the number of previous Y = Yes instances for the categorical value A = Ai. And by *previous* row, we mean a row *above* the present one. So for instance, using this table,

|  |  |  |
| --- | --- | --- |
| **Favorite Color** | **Height (m)** | **Loves Troll 2** |
| Blue | 1.77 | Yes |
| Red | 1.32 | No |
| Green | 1.81 | Yes |
| Blue | 1.56 | No |
| Green | 1.64 | Yes |
| Green | 1.61 | No |
| Blue | 1.73 | No |

we’d do the following conversions, using, say k = 0.05:

![](data:image/x-wmf;base64,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)

And so we’d have:

|  |  |  |
| --- | --- | --- |
| **Favorite Color** | **Height (m)** | **Loves Troll 2** |
| Blue = 0.05 | 1.77 | Yes |
| Red = 0.05 | 1.32 | No |
| Green = 0.05 | 1.81 | Yes |
| Blue = 0.525 | 1.56 | No |
| Green = 0.525 | 1.64 | Yes |
| Green = 0.683 | 1.61 | No |
| Blue = 0.35 | 1.73 | No |

It is apparent that we’ll get a different encoding if we reorder the rows. Almost done.

**One-Hot Encoding**

Another approach is to just treat the different values as orthogonal vectors kind of. So if we have values Blue, Red, Green, then we assign to these a vector **FC** = (Blue, Red, Green). So we’d do,

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Blue** | **Red** | **Green** | **Height (m)** | **Loves Troll 2** |
| 1 | 0 | 0 | 1.77 | Yes |
| 0 | 1 | 0 | 1.32 | No |
| 0 | 0 | 1 | 1.81 | Yes |
| 1 | 0 | 0 | 1.56 | No |
| 0 | 0 | 1 | 1.64 | Yes |
| 0 | 0 | 1 | 1.61 | No |
| 1 | 0 | 0 | 1.73 | No |

This works well when we don’t have a whole lot of different values to work with (like just 3 colors). But if we have a lot, then might want to try one of the approaches above. Or could just use a ML Decision Tree Algorithm that allows non-numerical categorical data – have to look up what those are, but they’re out there. Note that before running this data through a ML model, you should drop one of the columns to avoid running into the so-called “colinearity” trap, which occurs when a column’s values are derivable from the other columns’ values. So we’d drop, say, Blue, column. Then we’d run the model on the other 3 independent columns/variables. To make a prediction for the first row, we’d feed in [0,0,1.77]. To make a prediction for the second row, we’d feed in [1,0,1.32]. And to make a predictioni for the third row, we’d feed in [0,1,1.81], etc. FWIW, I don’t think you have to explicitly drop any columns when using sklearn. I think it does this implicitly when making its analysis.

**Last Thing**

Oh yeah, and Loves Troll 2 values would all be converted to Yes = 1, No = 0 in all cases.